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Abstract

This paper studies hours worked volatility and the cycligaf human capital invest-
ments by embedding a Ben-Porath life-cycle model of humaitalaaccumulation into an
RBC setting. Agents differ across two dimensions: age aodymtivity in learning. Our re-
sults show that individuals invest more in human capitairdueconomic downturns. How-
ever, human capital accumulation is more counter-cycfmayoung and low-productivity in-
dividuals because they face a lower opportunity cost of atiloie and a higher marginal prod-
uct of human capital. These results are confirmed empiyiceiing US data from the Current
Population Survey and the American Time Use Survey. In amiithe paper contributes to
the RBC literature by showing that the model's businessecgobperties, in particular hours
worked volatility, are sensitive to assumptions of heteragty. Introducing heterogeneity
in productivity increases the volatility of aggregate toworked and changes the life-cycle
profile for hours volatility to better match the data.
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1 Introduction

Among US high-school students age 16 to 24 who graduatedd,Z®.1% enrolled in college

in October 2009. This is the historical high for college éinnent rate since 1959. At the same
time, the unemployment rate reached a level of 10% in Octd®@® which is also the maximum
level for unemployment in the recent financial crisighis fact seems to be consistent with sev-
eral studies in the literature regarding the cyclicalitypot-secondary education (PSE). On one
hand, during a recession high unemployment decreases plogtopity cost of education and peo-
ple substitute work with schooling (Heylen and Pozzi, 20@) the other hand, family income is
lower and students may not be able to afford the cost of edurcé€hristian, 2007). If liquidity
constraints are not too tight, economic theory suggest$8& enrollment should be counter-
cyclical.

Canton (2002) confirmed that uncertainty leads agents wnaglate more human capital to com-
pensate for future income losses. DeJong and Ingram (200%)exl that, in the presence of a
positive TFP shock, human capital is more expensive thasipalcapital. Thus agents decrease
study hours and accumulate less human capital. Empirj¢b#yresults are more controversial.
Mattila (1982), Polzin (1984), Kane (1994) and Edwards @)9@und no impact of business cy-
cles on college enroliment in US. Instead, more recent ga(Batts and McFarland, 1995; Dellas
and Sakellaris, 2003; Dellas and Koubi, 2003; Méndez andi8ega, 2012) found evidence in
favor of counter-cyclicality.

The cyclicality of schooling decisions has received patticattention in the literature because
of its interesting implications. Economic downturns ard ba the economy. However, if en-
rollment rates are counter-cyclical, then economic crisesalso the most efficient time to ac-
cumulate human capital and produce more skilled workers gdper further investigates the
topic both theoretically and empirically by focusing ondregeneity among agents. The main
result is that business cycles impact different types ohtsga different ways. Young and low-

productivity individuals are more likely to enroll in PSErthg an economic downturn because

1Source: US Bureau of Labor Statistics.



they face a lower opportunity cost of education. In congtaigth-productivity agents and older
people with work experience earn higher wages and are ledyg to leave the labor market. As a
result, their labor supply is less volatile compared to #st of the population. This fact is consis-
tent with US data and our model is able to replicate this eicgdiregularity for the first time.

To the best of our knowledge, this is the first theoretical amgbirical study that analyzes the het-
erogeneous impact of business cycles on schooling desidiothe existing literature, the only
paper that looked at heterogeneity among agents in thigxbistChristian (2007), who distin-
guished between low and high income individuals. Using ttata the October Supplement of
the Current Population Survey (CPS), he found that enraitrdecisions are more pro-cyclical
for low income individuals compared to high income indivédi1

The current paper also contributes to the RBC literatureigysng the impact of heterogeneity
and the cyclicality of education on the volatility puzzlen®of the main shortcomings of RBC
models is their inability to correctly predict hours workemlatility. Specifically, these models
predict a volatility that is lower compared to empiricaliggites. Several solutions have been pro-
posed in the literature, including the introduction of widible labor (Hansen 1985) or alterna-
tives to market production (e.g. home production and edurtaBee Benhabib et al., 1991, Perli,
1998; DeJong and Ingram, 2001; Einarsson and Marquis, 199@ke solutions assume that the
RBC model systematically underestimates the volatilityekgluding important factors that influ-
ence labor supply. However, the model may underestimateaiadility only for certain groups of
individuals. In the data, labor supply is more volatile foupg compared to middle-age individu-
als. This fact cannot be captured within a representatisyaframework. Therefore, introducing
heterogeneity in the model may help to explain the volgtpitzzle. Recent papers (e.g. Hansen
andimrohordjlu, 2009; Gomme et al., 2005; Maliar and Maliar, 2001) haakéd at the volatil-
ity puzzle from this perspective.

We further investigate the topic by looking at human ca@talumulation and heterogeneity
among agents. With respect to the existing literature waiden a new type of heterogeneity.
Specifically, we embed a Ben-Porath (1967) model of humaitatagzcumulation into a life-

cycle RBC setting. Our analysis most closely resembles th& of Hansen anémrohordjlu



(2009), but we build on their work by incorporating an adzhl type of heterogeneity. While
they consider heterogeneity across ages only, we modeblgeteeity in productivity both within
and between ages. Moreover, in contrast to their paperoousfis on formal education rather
than learning-by-doing or on-the-job training. Our resshow that introducing heterogeneity
within ages increases the volatility of aggregate hourkediand changes the profile for hours
volatility to better match the data. The presence of lowdpiativity agents is particularly impor-
tant to improve the model’s predictions with respect to somorked volatility.

The rest of the paper is organized as follows. The model isgmted in Section 2. The theoretical
results and the implications about hours worked volatéity presented in Section 3. Section 4
discusses various sensitivity analyses. The model’s gtieds regarding the cyclicality of human
capital investments are tested empirically using US dag&eition 5. Finally, Section 6 concludes

by summarizing the main results.

2 The Model

Every year a new generation of equal size is born. Agentsdaaecertain life span and may

live for a maximum ofS;,x periods. In each period, they are endowed with one unit o timey
can allocate among leisure, work and education. Indivelaah work and study at the same time
during their working life. Conditional on survival, they msiretire at agé,. During retirement,
labor supply and education are absent and the time endowsn@mhpletely allocated to leisure.
In any period, there are two types of capital: physical antdwu capital. Physical capital is ac-
cumulated during life through investment, while the humapital stock increases by allocating
time to education. Agents start their life with no physicapital and leave no bequests at the end
of their life. Instead, the initial human capital stock issfiive. This is due to the fact that period
1 in the model represents the 18-year-old cohort in the &atee our focus is on post-secondary
education, a birth age of 18 seems the appropriate choieefidre, the positive initial human
capital stock captures the amount of human capital accuetutiuring mandatory education.

At the beginning of their life, agents maximize their exettliscounted lifetime utility:



Smax [ S-1 ¥ 1=n
Et Z (IS;[ goj]ﬁs_l (Ct+s—1,::3|-ni+;—1,s) ’ (1)
j=0

s=1
by choosing consumption, investment in human and physagatal, time spent working and
studying. The subscriptsands refer to the time period and age, respectively. FurtBes, the
expectation operatog; is the probability of surviving from aggto agej + 1, g is the discount
factor,cis consumptionmis leisure vy is the disutility of non-leisure activities (i.e. working@
studying), and; is the coefficient of relative risk aversion. The cohort gisat, are constant over
time and are determined by the survival probabili{i,eﬁ}jsszx: Os = 051051 (S = 2, .., Smay) and
61 = 1 - Y54, such that the sum of the shares is equal to one.
During the working periods, the sources of income are labdrasset wealth accumulated from
investment in physical capital. In turn, labor income dejseon efficiency units of labaw sh;
wheren is hours worked ant is human capital. During retirement, agents receive isteren
physical capital investments. If an agent survives un& &g,,, she consumes her entire wealth
during the last period. However, if the agent dies earliex,government collects her assets and
redistributes them equally among the surviving agents.
Within the same cohort, individuals are heterogeneoususecaf different levels of ability: high
and low. The fractions of high and low types are denoted agd 1- £, respectively. On average,
high types are more productive in learning compared to Igyesy Therefore, they can accumu-

late more human capital given the same amount of time spediinationg. In particular, human

capital accumulation follows:
ht+1,s+1,i = (1 - 6h)ht,si + Qs,iht,s,ieﬁis,p (2)

wherei = {high, low}. The parametep; determines how many units of time spent studying effec-
tively contribute to human capital accumulation. This is#épture the quality of education (e.g.
number of books in the university library, the student/teaaatio and the number of laboratories

in the university). This parameter may depend dhhigh types are more able to take advantage



(in terms of human capital accumulation) of the quality afiemtion compared to low types. Later
¢i will be calibrated so that the model is consistent with thekeital evidence on household time
allocation. Furthergy, is the depreciation rate of human capital &ng refers to the productivity

in learning, which depends on both agj@nd type. Basically,Qs; determines how productive in-
dividuals are in accumulating human capital. Indiredily; also affects the productivity at work.
In fact, a higher productivity in learning implies that agewill acquire more human capital over
their life cycle, which increases efficiency at work.

Since our focus is on post-secondary education, we ab$toactiearning-by-doing or on-the-job
training. Individuals acquire human capital through ediaceonly. Refer to Hansen arithro-
horaglu (2009) for an analysis of learning-by-doing and onitetraining in a life-cycle RBC
framework. Moreover, we assume that education does nattafaity directly. Agents invest

in education only to increase their human capital stock @md a higher labor income. For this
reason, in the retirement period there is no incentive togpiene in education and accumulate
human capital, which progressively depreciates as thet dgeomes older.

The constraints of the maximization problem are given byftlewing equations:

Kirvsesi = (1+ e — 8)kesi + Weingsihesi — Csj + tre - budget constraint 3)
Ntiisisi = (1= 0n)hesi + Qs ht,&iefisi human capital accumulation function (4)
Mesi + Nesi + €si =1 time endowment constraint (5)
M sis Nesis €si = 0 non- negativity constraints (6)
Nsi =0 for s=S; : Spax retirement constraint (7)

wherek is physical capital is the rental rate of physical capitalijs the physical capital depre-
ciation ratew is the wage rate and is the government transfer of assets from deceased agents to
surviving agents.

The production sector is given by competitive firms that piaoutput using efficiency units

of laborL; and physical capita;. The production function for the representative firm is Gobb

Douglas:



Y, = ZKoLe, (8)

whereq is the physical capital share of output afyds the aggregate technology level which fol-
lows an AR(1) processn(Z) = pIn(Z,_1) + & with & ~ N(0, o?). In equilibrium, the prices of the

production factors are equal to the marginal products:

W, = (1 - a/)Zth“ Lt_a, (9)

re = aZ KoL, (10)

2.1 The equilibrium

Given the initial physical and human capital stocks disiitns, and the productivity sequence
Q;j, the equilibrium is a collection of policy rules for each lgpitype i, Cs;(Ksti, hsti, Kt, Lt, Z),

nS,i(kS,t,i’ hS,t,ia Kt’ Lt’ Zt)) eS,i(kS,t,i’ hS,t,i’ Kt’ Lta Z()l hS+1,i(kS,t,i’ hS,t,i’ Kt’ Lt’ Zt) andks+1,i(ks,t,is hS,t,ia Kt’ Lt’ Zt))

and the prices of production factgss;, ri} such that:
1. The individual policy rules solve the household’s maxation problem.

2. Pricegw, r¢} solve the representative firm’s maximization problem.

4. The market-clearing condition is satisfied:

ZKILEY = C + Kyg — (1 - 0)K,. (11)

5. Individual decisions are consistent with aggregateauts:

S -1
Ly = Z (ns,t,highhs,t,high(f + n&t,lowhs,t,low(l - f)) 0., (]_2)
s=1
Smax
Ki = Z (kS,t,highf + ks,t,low(l - f)) 0. (13)
s=1



2.2 Calibration

The calibration is target to US data and it is consistent thighstandard practice in the RBC lit-
erature. One model period corresponds to one year in rédlihe calibrated values are reported
in Table 1. In particular, survival probabilities are frorelBand Miller (2002).Syhaxis set to 60
years in order to match the life expectancy at age 18 of malasih 1960 estimated by Bell and
Miller (2002). S, is set to 47 to target the ratio of retired people to totahagbiopulation esti-
mated from 1990 Population Census. Section 4.2 extendstigsis to endogenous retirement
decisions. The fraction of high types,is set to 0.58. This is the average fraction of high-school
graduates enrolling in college during the period 1962-2@l2eau of Labor Statistics). We ex-
perimented with other values fgras well. However, the properties of the model are qualieffiv
the same as discussed in Section 4.3.
The discount factor and the depreciation rate of physiqaitabare set to 0.969 and 6%, respec-
tively, so that in the model the average physical capitaluipot ratio is 3 and the average annual
real interest rate is 6%. These values imply a capital shfawatput of 0.36. The disutility of non-
leisure activitiesy, is chosen to target the average time spent working to 0.88 parameters for
the Solow residual are chosen tode-0.814 andr =0.0142. These parameters are equivalent
to the values estimated by Prescott (1986) for quartertyufeacied. Finally, the risk aversion
parametery, is set to target US output volatility. The calibrated pagsen is within the range of
values commonly used in the literatures (1, 3).
The productivity sequence is calibrated using the humanatagzcumulation function (eq. 2)
evaluated at the steady state:

gkafﬁﬂj—(1—50h§_ (14)

hssie&i|

wheree; is the average time spent studying for each sged ability type, and it is computed
using annual data from the American Time Use Survey (ATUS322W12). Specifically, it refers

to the time spent for taking classes and doing homeworldrekdo obtain a degree, certification

2This is consistent with previous papers in the literaturg, &omme et al. (2005) and Hansen amdohordjlu
(2009).
3See Heer and Maussner (2009), page 549.



or licensé. It is computed as a fraction of the total available time. (24 hours/day). The effi-
ciency weightshy;, are estimated following the methodology proposed by Ha(s893% and
using data on hourly earnings from the Panel Study of Incograinics (PSID) 1967-2068
Hansen (1993) did not distinguish between high and low typésmethodology produces one
sequence dfi; for the whole economy. However, the procedure has beendstien order to dis-
tinguish between ability types, which are empirically defiras follows. An individual is con-
sidered to be a high type if she has received a college degieshe is currently attending col-
lege. Instead, low types have at most an associate degraeafrmn-academic program (i.e. vo-
cational/professional prografm)The sequence fdr; is also used to calibrate the initial levels of
human capital for high and low types so that the model geegtae same initial stock of human
capital as in the data.

Regarding the depreciation of human capisgl there is no agreement in the literature. Estimates
vary from 0.005 to 0.04% All values in this range generate results that are quiséigtthe same.
However, by setting,, = 0.005 the model is more able to replicate the empirical profitestudy
hours (see Figure 1). For this reason, the results presentied paper are based épn= 0.005.
The parametey; is calibrated to target the average time spent studyinghduhe working life,

e’, from ATUS. As confirmed in the data; depends on abilitye;, , = 0.017> €, = 0.003. The
parametersnigh andei, are set to match these two statistics. In Section 4.1 we iperéosensi-
tivity test to show how robust the results are to the adoptioencommony value ¢ = ¢nign =
Prow)-

Once we knowy, hy; andeg;, the calibration can be summarized as follows. We make #alini

4Activity codes: 060101 and 060301. These include attendisgminar/class/practicum/internship/course, tak-
ing a field trip, writing exams, taking on-line courses, tatkto classmates or teacher, attending a study group, orga-
nizing notes, reading, studying, writing a paper or essay.

SAverages oky; andhy; are first obtained for five age groups (20-24, 25-34, 35-444%5-62) and the two
productivity types. These values are then interpolatedbtain one value for each single age and type.

6Data for hourly earnings are missing for the following yedi892, 2003, 2005 and 2007. Hourly earnings are
converted in 1967 constant dollars.

"Therefore, high types include college students and indadglwith a college degree, Bachelor’s degree, Mas-
ter's degree, professional school degree or Doctoral @edu@w types include individuals without a high-school
diploma, with a high-school diploma, with an associate dedrom a non-academic program, and individuals who
attended college in the past but did not graduate.

8Estimates of the human capital depreciation rate vary witfb-3.4% in Johnson and Hebein (1974), 0.5%-
4.3% in Haley (1976), 0.7%-4.7% in Heckman (1976).



guess ofp; to generate a series f@¥; and then run a simulation to obtain a profile &y. If the
average time devoted to education does not match the dat@.@.17 for high types and 0.003 for
low types), we update our guess firand continue until convergence.

This calibration ofQ allows the model to generate a life-cycle profile ffiaihat closely follows

its empirical counterpart, as measured in Hansen (1998r@G}, ¢ ande;;, the productivity in
learning is set to match the life-cycle profile for efficienegights (i.e.h;) for the two ability
types. In turn, this affects the wage profile. Therefore ntoelel is also able to match the life-
cycle profile of wages quite well. Figure 4 shows the modet§grmance in matching the data.
The estimated efficiency weights;;, are plotted in the left panel of Figure 2. The efficiency at
work increases when agents are young, has a peak arounddtieerage and then it starts to de-
cline. Further, high types are more efficient at work than tppes of the same age. The right
panel shows the calibrated productivity sequelLg, obtained from equation 14. Clearly, the
productivity in learning depends on age: it decreases aagbst becomes older because of the
negative impact of aging on learning abilities. Furthee, plhoductivity is higher for high types
until age 40. In fact, the difference in productivity betwebe two types decreases as individuals

age. After age 40, there is no significant difference betwkenwo types.

2.3 Solution method

The non-stochastic steady state (Ze= 1) in the 60-period Overlapping Generations model
has been computed using a guess and verify method. Thetalgaran be summarized as fol-
lows. Firstly, given a set of parameter values, we guesstdaelg-state aggregate levels of labor
in efficiency unitsL* and physical capitdk*. Secondly, we compute the factor prices and solve
the household maximization problem for the two types sdphray using backward induction.
Thirdly, we compute the aggregate values for labor in efficyeunits and physical capital. Fi-
nally, the initial guesses are updated using the computgeggte values and the procedure is
repeated until convergence.

In order to analyze the effect of business cycles on humaitet@gcumulation, a negative tech-

nology shock has been introduced in the model. The transitidynamics are computed by log-
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linearizing the first order conditions around the non-séstic steady state. The impulse response
functions are then obtained to describe the dynamics thettlee economy to the steady state af-

ter the shock. The results are discussed in the next section.

3 Results

The non-stochastic steady state is described in Table Bré&-B)shows the steady-state levels for
the main variables by age and productivity type. Since hygles are very productive in learning
compared to low types, they spend more time in education erwhaulate more human capital

in the steady state. Further, at the beginning of theirtifey work less and borrow more physi-
cal capital to “finance” education. Although there are neclimonetary costs for education, an
agent must spend less time working and forgo part of her laomme in order to study. There-
fore, high types borrow physical capital to smooth consummpdver time. Around age 25, the
time spent studying is significantly reduced and the agantssto invest in physical capital.
Figure 4 shows the ability of the model to match the empitiéaicycle profiles for both types

for time spent studying, hours worked, wages and humanatapiata on time spent studying are
from ATUS 2003-2012. Data on wages and hours worked are fr8{d R967-2008. Further, the
wage profiles have been computed taking into account coffedtg following the methodology

in Huggett et al. (2011). Since hours worked and wages hdfezelit units in the model and in
the data, they have been normalized to 1 at age 20.

The overall performance of the model is good. Due to the ratiitn of 2, the model is able

to closely replicate the human capital series. The moddécsable to closely match the life-
cycle profile of education. However, there are some disergpa in wages and hours worked,
especially later in the life cycle. Since the productivityeéarning is low after age 30, the incen-
tive to study is reduced. Eventually agents stop accunmgdtuman capital, which starts to de-
crease at raté,. This leads to a decline in efficiency wages and, therefarerdworked in the

model. However, these declines are not observed in the Thagadiscrepancy could be due to the

SData about hours worked are missing for the following ye&892-2000.
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fact that the model does not include some features of thetidat@revent wages and hours from
falling (e.g. unions and indivisibilities in labor time).eMertheless, the model is able to repli-
cate the empirical fact that, on average, hours worked areasing in skills. This fact is doc-
umented in Kydland (1984) and it is confirmed in the PSID sanugked to calibrate the model.
In the data, low types spend 31.5% of their time working, @hilgh types allocate 34% of their
time to work. The percentages produced by the model are 31R8%%, respectively.

In order to analyze how agents’ decisions are affected bybss cycles, a negative one-standard
deviation technology shock has been introduced in the médglire 5 shows the impulse re-
sponse functions for the aggregate economy. The graphssesqtrthe percent deviation of each
variable from the steady state after the shock. The cunas #hat physical capital, investment,
consumption and hours worked are pro-cyclical. Insteatk 8pent studying is counter-cyclical.
Individuals invest more in education to accumulate more &rugapital and compensate for the
reduction in labor income due to the shock. This is manly duéé decrease in the opportunity
cost of education. During a downturn, the decrease in theewaig reduces the opportunity cost
of education. Individuals substitute work with schoolidg a consequence, human capital ac-
cumulation increases in contrast with the decrease in palysapital accumulation. Since the
shock reduces the rate of return to physical capital investexcompared to the rate of return to
human capital investments, agents substitute physichllwitan capital. This result is consis-
tent with findings in DeJong and Ingram (2001). Thus, the atloc sector acts as a buffer sector.
It allows agents to compensate for the initial reductioraipdr income by increasing the human
capital stock. The next section builds on these results aalyzes for the first time the behavior

of agents separately by ability and age.

3.1 Differences by ability type and age

Figure 6 shows the impulse response functions for educhfiage and productivity type. The
top left graph shows the behavior of the average high andype.tThe other graphs show the
impulse response functions for three age groups: 18-284235-64 years of age. Time spent

studying responds more to the shock for low types than higbgyThis is due to the fact that, on

12



average, high-productivity agents have already accuedii@iarge amount of human capital be-
fore the crisis. They are more efficient at work and they edrigher labor income. Therefore, it
is more expensive for them to reduce hours worked and fotgar imcome in order to study and
accumulate more human capital. Further, the marginal mtasfthuman capital is relatively low
for high types. They benefit less by substituting physicpltehwith human capital. However,
there is no significant difference between ability types mimglividuals are in the age group 35-
64. This is due to the fact that the payoff to acquiring addil human capital for this age group

is small for both types.

3.2 Implications for hours worked volatility

Table 3 shows the average business cycle statistics cothfsate 500 simulation'$ of four ver-
sions of the model, along with annual business cycle stifbm US data. The data about la-
bor supply are from CPS, March Supplement (1962-2012). $lvarked are obtained using the
answer to the question “How many hours did you actually wast Wweek?'!. Data for output,
consumption and investment are from US Bureau of Economadysis (1962-2012). Output is
measured by real GDP, consumption by personal consumptpmnditures, and investment by
gross private domestic investment. Both the actual andithelated series are transformed by
taking natural logarithms and de-trended using the HoePidscott filter. Following Ravn and
Uhlig (2002), the smoothing parameter is set to 6.25. SinddAis only available from 2003
until 2013, we are not able to produce reliable businesscsteltistics for the time spent study-
ing, E. However, the ability of the model to match the empiricabevice regarding the education
sector is analyzed in Section 5.

To better understand how human capital accumulation areddggneity in learning ability affect

business cycle properties, and in particular time allocgtine version of the model outlined in

10Each simulation consists of 100 periods.

11To compute business cycle statistics about labor supplg,i€Preferred to PSID because it has significantly
more observations and it is available for a longer periodnoét Further, it has information about "actual” hours
worked as opposed to "usual" hours worked. The former isspred because usual hours worked mainly reflect the
number of hours reported in the work contract (which couldifferent than the actual hours) and, therefore, tend to
be less volatile than actual hours worked.

13



Section 2 will be compared to several simplified versionseflife-cycle RBC model. Modell

is the model presented in Section 2. This is our main spetiditén which agents are heteroge-
neous in age and productivity in learning. In the secondioersf the model, Model2, agents are
heterogeneous in age only. Thus, individuals of a given agegually productive in learning.
This is the specification that most resembles the model bysétaandmrohordjlu (2009). How-
ever, while they look at learning-by-doing and on-the-jarting, we focus on formal education.
Model3 is a life-cycle RBC model with exogenous human céapilitethis case, agents are hetero-
geneous by age and productivity at work. However, there iscuzation sector. Therefore, differ-
ences in productivity at work (i.e. differences in the huraapital stock) are exogenously given
and determined by the calibrated human capital life-cyotdile from Figure 3. Model4 refers to
a version of the model without human capital in which agergsegually productive over the life
cycle.

In summary, Modell and Model3 include both heterogeneitadpy and productivity at wotk.
However, in Modell differences in productivity at work arelegenously determined; while in
Model3 they are exogenously given. Further, Model2 and Mbutelude heterogeneity by age
with and without human capital accumulation, respectively

All parameters in the alternative specifications have beeralibrated following the procedure
discussed in Section 2.2, except for the relative risk &avensarameten. This parameter is set to
match US output volatility in Modell. Since the purpose a$ 8$ection is to analyze how differ-
ent versions of the model are able to match business cydig the comparison is possible only if
we consider the same value of relative risk aversiofable 4 reports the calibrated values for the
alternative versions of the model.

As shown by Table 3, the volatility of hours worked is undéreated by all models. However,
the models with heterogeneity in productivity at schooltowark (i.e. Modell and Model3) can

explain a higher percentage of the volatility empiricalégimated. The performance of the model

2Modell includes heterogeneity by learning productivitijeh determines differences in the human capital
stock accumulated by agents. This, in turn, generategeliftes in the productivity at work.

Bwe also experimented with calibrating the parameter to mid8 output volatility in each version of the model.
However, the predictions of the models are qualitativebygsame.

14



with one ability type (i.e. Model2) is very similar to the p@mance of the model by Hansen and
Imrohordjlu (2009) and the model without human capital (i.e. Modeldroducing heterogene-
ity within ages generates differences among agents in teftine cost of reducing hours worked.
Reducing hours worked is cheaper for agents with a lower nuwapital stock because they give
up a lower labor income. Therefore, when the shock hits tbe@my, these agents reduce hours
worked more and their volatility increases. In fact, Modaid Model3 are consistent with the
data in predicting a higher volatility for low types compeate high types. This empirical regu-
larity is also documented in Rios-Rull (1993). Since lowatyjhave accumulated a lower human
capital stock in the steady state, it is less expensive fmtto reduce hours worked and give up
labor income. Their volatility of hours worked is higher cpaned to high types. At the aggre-
gate level, hours worked volatility increases when we mdthisltype of heterogeneity. Instead,
with one ability type (i.e. Model2) the productivity profile more similar to the profile of high
types. Aggregate volatility is lower and remains close #t tf high types from Modell. This re-
sult suggests that heterogeneity by age is not enough im trdecrease the ability of the model
to match hours worked volatility. It is important to incluteterogeneity by productivity as well.
The presence of low types increases aggregate volatiliypofs worked.

Maliar and Maliar (2001) showed that hours worked becomeemolatile by incorporating het-
erogeneity in physical capital and skiftsnto an otherwise standard RBC model. Our findings
confirm their result in a finite-horizon settitlg However, contrary to their results, our model is
able to replicate the empirical fact that hours worked acegasing in skills even for low values
of the intertemporal elasticity of substitution for conqatian. Moreover, since skill differences
are endogenous in our model, we are able to provide an exjgariar why we observe this type
of heterogeneity. Specifically, high-skilled agents asthindividuals who have high productiv-
ity in learning and spend more time studying. Finally, byadiucing schooling in the model, we

can also quantify the impact of education on hours workedtitty. We investigate this aspect in

1skills refer to efficiency at work, which is set exogenousityour model, instead, efficiency at work is deter-
mined by the human capital stock accumulated by the indalitrough education. In this case, skills are determined
endogenously.

151n our framework, heterogeneity in skills is implied by thetérogeneity in productivity because high-
productivity individuals accumulate more human capitahpared to low-productivity agents.

15



the next section.

3.3 The role of schooling

By comparing Modell and Model3 we are able to answer anothgoitant question: can school-
ing increase volatility? Since schooling provides an akive to work, introducing the education
sector in the model could increase hours worked volatilityis is certainly true in an RBC model
with identical agents (e.g. DeJong and Ingram, 2001; Eswarsind Marquis, 1998). With het-
erogeneity, instead, the benefits from education differragramgents. As a result, hours worked
volatility may not increase at the aggregate level. Table®\s that, by introducing schooling in
the model, the volatility increases for low types while itdsases for high types. Overall, Modell
produces a lower aggregate volatility compared to Model3celow types are more likely to

use the education sector as alternative to work, their Miojahcreases. Instead, the volatility
decreases for high types for two reasons. First, high typekeas likely to substitute work with
schooling compared to low types. Second, high types haveagsr incentive to substitute work
with leisure in Model3 when education is absent from the rhodéen schooling is not an op-
tion, high types borrow less capital since they do not nedohémce education. Their savings are
higher later in life. Thus, when the shock hits the econoimgy treduce hours worked more to in-
crease leisure time. In other words, leisure becomes a ladteenative to work when education is
absent. For these two reasons, aggregate hours workedityotdithigh types is lower in Modell
compared to Model3.

These results suggest that hours worked volatility is nyaffected by differences in the hu-
man capital stock. Having education in the model increas&ilrty for certain groups, but it
decreases the volatility for other groups. Overall, theaptps negative. This result is in contrast
with previous findings on the impact of schooling on hourskedrvolatility within representative-
agent RBC models. In these models, the introduction of éducaan increase the volatility of
hours worked (see Einarsson and Marquis 1998, for examiéin a life-cycle framework this
result no longer holds because some agents are less likelypsiitute work with schooling (e.g.

high types). Nevertheless, Modell remains our preferredipation because it is able to explain
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why we observe differences in productivity at work amongviauals.

3.4 The volatility profile

Finally, the introduction of human capital into the baselRBC model also has some implica-
tions regarding the volatility profile. Figure 7 shows théatiity of hours worked (relative to
output volatility) by age group. Consistently with the ddtee profiles generated by Modell
through Model3 are U-shaped: labor supply is more volatiteybung and old agents compared
to middle-age agents. Instead, the life-cycle RBC moddieut human capital, Model4, pre-
dicts an increasing volatility profile. The introductionlaiman capital increases the volatility for
young agents who are more willing to reduce hours workedusexthey earn a lower labor in-
come, are more productive in learning and benefit more fromec&tibn. As a result, the volatility
profile assumes a "U" shape. This result is independent df/eeof heterogeneity considered.
All models with human capital show a U-shaped profile. Thisossistent with Hansen arhoh-
rohorajlu (2009), who find that the volatility profile is increasimgpen human capital is constant
across agents, while it assumes a "U" shape when humanlaiifiéeences among agents are in-
troduced in the model. However, the model with heteroggmeiihin ages produces the closest

profile to the data.

4 Sensitivity analysis

4.1 Commong value

In order to test the robustness of the findings to the schopparametep, we have solved the
model whenp is the same for both ability types. Table 4 reports the caldat parameters for this
alternative specification. All parameters are re-caldutdbllowing the procedure described in
Section 2.2 with the exception gfand¢. 7 is kept constant, while is set to match the average
time spent studying for the aggregate economy. This staissbbtained from ATUS (2003-2012)

and it is equal to 0.008. Figure 8 shows the impulse respamsgibns for the main variables of
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interest, while the second column of Table 5 reports thenassi cycle statistics. The results are
qualitatively the same as in Modell. The main findings of tloelet are driven by the productiv-
ity in learning,Q, rather than the exponegt Quantitatively, the model with a comma@rvalue
generates a higher volatility of hours worked. Compared tal&dl, whenphign = éiow, young
high-types study less in the steady state and more duringpetic contraction$. The volatil-

ity of education rises, which leads to the increasejy),,. However, the reduction of study hours
in the steady state that is predicted by the model is not sterdiwith the data, as shown in Fig-
ure 9. The model is not able to match the life-cycle profilechi@tion even for low values &f,.

Therefore, Modell remains our preferred specification eNloat this is a conservative choice.

4.2 Endogenous retirement

This section presents the results of the model when theneéint decision is endogenous. In this
case, agents are free to choose when to retire from work. Utppe is to understand how sensi-
tive the results are to mandatory retirement. All paransetiee re-calibrated following the proce-
dure described in Section 2.2, exceptfpand are reported in Table 4. The business cycle statis-
tics are reported in the third column of Table 5. Figure 10nghthe impulse response functions
for education.

Exogenous retirement has no impact on the qualitative gtieds of the model. Quantitatively,
the volatility of hours worked is higher compared to Modedt tivo reasons. By extending the
working period, agents benefit from education for a longeiogeof time, which increases the in-
centive to substitute work with schooling. Further, theatitity of hours worked of older agents

is higher. Thus, aggregate volatility increases as we dehlder agents. However, with endoge-
nous retirement, the fraction of retired people to activeytation generated by the model is too
high compared to the data. For this reason, in our prefepedification, retirement is manda-
tory. This allows us to correctly match the number of retipedple relative to workers. It is also

worth mentioning that the average labor force participatete for individuals aged 65 and over

16¢high = ¢iow = $=0.035. This value is lower thaghigh in Modell. Therefore, in the steady state, the incentive to
study for young high-types is lower when we do not distinguistweernpnign andgiow.
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is 14% for the period 1962-2012 Therefore, by setting exogenous mandatory retiremergeat a
47 in the model (and 64 in reality), only a small fraction aé fhopulation is excluded from our

analysis.

4.3 The fraction of high types

In this section we consider two alternative valuesfoin the baseline modél = 0.58, which is
the fraction of high-school graduates who enrolled in g@lduring the period 1962-2012. Alter-
natively, one could calibrate this parameter to match sattmerdargets. For example, we could
use scores from cognitive tests, such as the Armed Forcddi€ateon Test (AFQT). By using
data from the National Longitudinal Survey of Youth 1979 @}79), we resef to 0.42 to match
the fraction of individuals with an AFQT score above the mseore in the year 1980, when the
test was administeré?l Alternatively, using U.S. Census Bureau dgtapuld be set to 0.225 to
match the fraction of Americans with a college degree catedl over the period 1962-2012. In
both casest = 0.42 and¢é = 0.225, the remaining parameters of the model are re-calithrate
following the procedure described in Section 2.2, excepiyfo

The business cycle statistics are reported in the last tworots of Table 5. Figure 11 shows the
impulse response functions for education. The model'siptieds are robust t§. Compared

to Modell, the volatility of hours worked is slightly highender the alternative specifications.
Since the volatility is lower for high types, it is not surgirig that aggregate volatility increases
as the fraction of high types decreases. However, the chianvgey small. Nevertheless, our pre-
ferred specification remains the version wjtl= 0.58. Since we observe differences in the time
spent studying between who enroll in college and who doessettingé to match the fraction of

high-school graduates enrolling in college seems a morgtderand less arbitrary choice.

Source: Bureau of Labor Statistics.

8In order to use AFQT scores to calibrgteone needs to arbitrarily choose the cut off point that diigiishes
between high and low types. We are not aware of evidence ilitéinature suggesting an appropriate cut off point
and, therefore, we chose the mean value.
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5 Empirical Analysis

5.1 Cyclicality of time spent studying

This section analyzes the cyclicality of education usingeficen data from ATUS (2003-2012).
The cross-sectional sample consists of 114,288 indivedwhab are asked to report their time allo-
cation among several activities during a reference day. M/@articularly interested in the impact
of macroeconomic conditions on the time that individuaksrgpstudying. Our goal is to test the
predictions of the model regarding education.

Specifically, we estimate the time spent studying as follows

log(e;) = constant+ alog(Z) + BX, (15)

using OLS, where; is the time spent studying during the reference day for idd@&li in year

t19, Z is a proxy for business-cycle fluctuations aXds the vector of control variables. To be con-
sistent with the theoretical model discussed in Section€2use GDP as measure of macroeco-
nomic condition®. The estimated coefficients are reported in Table 6 togethkrthe standard
errors. Since we express the model in log terms, the coeftioidn(GDP) represents the elastic-
ity of time spent studying with respect to output.

As shown in the table, time spent studying is counter-cgtlibepending on the model spec-
ification, the elasticity of time spent studying with respiecoutput is between -0.20 and -2.5.
The baseline model in Section 2 predicts an elasticity &#0This elasticity is higher for young
agents: itis -1.81 for young low types and -0.42 for youndhttigpes. Thus, the model is able to
correctly predict the sign of the elasticity, but it tendsitalerestimate the magnitude. This result
could depend on the fact that ATUS covers a short period af amd this period is known to be
highly volatile because of the recent recession.

Further, ATUS does not allow to test one of the main predngiof the model: low types are more

19To be consistent with our calibration, the activity codesdim the empirical analysis are 060101 and 060301.
20The results are robust to alternative measures: unempluynaie, employment rate and industrial production.
Results are available upon request.
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responsive than high types to macroeconomic conditions.idfflormation on ability contained

in the survey is very limited. Therefore, the next sectiothaf paper investigates the cyclical-

ity of education by looking at PSE enrollment from CPS. On baed, this dataset has several
advantages over ATUS. It is available for a longer periodroétand it allows to distinguish be-
tween ability types. On the other hand, CPS does not includenation on the time spent study-
ing, making the quantitative comparison between the mautttiae data difficult. Nevertheless,
since there is a correspondence between the time devotdddateon and enrollment decisions,
analyzing enrollment is still useful to test the qualitatpredictions of the model. If economic
contractions encourage PSE enroliment, the time thatichails spend studying will necessarily

increase.

5.2 Cyclicality of post-secondary enroliment

This section analyzes the cyclicality of education usingdieom CPS March Supplement (1986-
2012¥L. The cross-sectional sample consists of 118,618 highedginaduates of age 16 to 24.
As largely documented in the literature, schooling decisiare affected by demographics, ge-
ography, family resources, parental education and tuitiginen this set of characteristics, we

estimate the probability of being enrolled in college usangrobit regression:

Pr(enrolled; = 1) = ¥(constant aX; + BZ,),

whereenrolled, is a dummy variable equal one if individuak enrolled at time& and zero other-
wise??, ¥ is the standard normal distribution functiotjs the vector of control variables ads

a proxy for business-cycle fluctuations. Previous studidke literature have already attempted
to analyze the relationship between enrollment and maoraeuic conditions reporting inconsis-
tent results (e.g. Kane 1994; Edwards 1976; Betts and MafR@r1995; Méndez and Sepulveda

2012). In the literature, the most common proxy for busirgstes is unemployment. In this pa-

2lQuestions regarding enrollment in post-secondary edutatie available in CPS starting from 1986 and are
only asked to individuals aged 16 to 24.

22A person is considered to be enrolled if she is attendingldifuk or part-time program in a post-secondary
institution, including both 2-year and 4-year colleges.
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per, we mainly use GDP to be consistent with the theoreticaehdiscussed in Section 2. How-
ever, the results are robust to different measures of bssiogcle fluctuations, as discussed later
in this section. The vectoX includes control variables that affect enrollment rated@imented
in the literature.

The average marginal effects from the probit estimationrgperted in Table 7. Robust standard
errors, corrected for clustering and stratification, angarenthes&é. The main variable of inter-
estis In(GDP), which has a negative marginal effect. A oagnt increase in GDP above trend
decreases the probability of being enrolled in PSE by 1.3Fgmeage points. This implies that
enrollment rates are counter-cyclical, which is consistéth the theoretical results.

Other measures of macroeconomic conditions provide the samclusion. In all cases, enroll-
ment in PSE is counter-cyclical. The variables that are tivagjg correlated with GDP have a
positive marginal effect on the likelihood of being enrdllevhile the variables that are positively

correlated with GDP have a negative impact.

5.3 The cyclicality of enroliment by ability type

The sample has also been divided into two groups in orderstonduish between high and low
types. Parental education is used as proxy for aBfliffhis is common in the economics of ed-
ucation literature and reflects the fact that ability is biatrerited and created. Besides genetics,
ability greatly depends on early human capital investmeraide by parents on behalf of their
children, family income and the parental environment. Faevéew of the empirical and theoret-
ical studies on this topic, see Cunha et al. (2006) and Qaraeid Heckman (2003). For these

reasons, parental education is a strong predictor of amithdil’s educational achievement and

23The information about clustering and stratification valeabn CPS is not released to the public. Further, repli-
cate weights are not available before 2005. Therefore,derdo correct the standard errors, we use proxies for clus-
tering and stratification variables. In particular, we defiine strata to be the state in which the individual livessThi
is the smallest geographic unit that can be identified in GR®I{c version). Households, instead, are used to iden-
tify clusters. As robustness check, we compare the staretewds from the estimation with replicate weights and the
one with our proxies for clustering and stratification vatés for the period 2005-2011. Results show that there is
no significant difference in the estimated standard er®eg. Davern et al. (2006) and Davern et al. (2007) for more
details.

24parental education is also available in ATUS. However,esitis only reported for few individuals, the sample
size does not allow to study the cyclicality of time spentiging separately for high and low types.
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it is often used as proxy for ability. In particular, high ggphave been arbitrarily defined as those
individuals whose parents studied at least one year at astygggondary institution. Low types
have been defined as those individuals whose parents hawesaarhigh-school diploma. Inde-
pendently of the business-cycle measure, the impact isegria low types compared to high
types as shown in Table 7. A one-percent increase in GDP abave decreases the probability
of being enrolled by 0.66 percentage points for high typeklgnl.94 percentage points for low
types. This is consistent with the predictions of the thiecaémodel: the response to macroeco-
nomic conditions is stronger for low-productivity indiwidls.

In Table 9 we check the robustness of the results by changengriterion used to define high

and low types. The first column reports the results using tlggnal classification. In the sec-

ond column, instead, high types are defined as those indiladvhose parents have obtained at
least a Bachelor’s degree. Finally, in the third columnhitigpes are defined as those individuals
whose parents have at least completed grade 12. Resultsstuhat the effect of GDP on enroll-
ment decisions is always stronger for low types. Furtherptlagnitude of the effect depends on
the classification of high and low types in a way that is cdesiswith the theoretical predictions

from the model.

6 Conclusions

This paper shows that during an economic crisis the edutagotor helps the economy to react
to the shock. The decrease in wages reduces the opportositgiceducation, while the decrease
in the rental rate of physical capital decreases its margmualuct. Therefore, agents invest more
in human capital because it is cheaper (therefore moreezfticio do so. Education is less ex-
pensive and human capital is more attractive than physagatal. This is especially true for
young and low-productivity agents. Since both are lessymtige at work, they are more likely

to substitute work with schooling. These results are ermalist confirmed using US data: a one-
percent increase in GDP above trend decreases the praypabliieing enrolled by 1.37 percent-

age points. The marginal effect is higher for low types coragao high types.
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Regarding hours worked volatility, we showed that humantabaccumulation is necessary to
produce a U-shaped volatility profile. Further, models vhighherogeneity by productivity within
ages can produce a higher volatility and a better volatiityfile. In this case, the presence of
low types is particularly important because they reducafhaworked more compared to high
types. As a result, aggregate volatility is higher. Finahyroducing schooling in the model re-
duces the volatility of hours worked. This is in contrasthwprevious papers in the RBC literature
(e.g. Einarsson and Marquis 1998 and DeJong and Ingram 2801e education is an alterna-
tive to work, introducing schooling increases the volgtiin a baseline RBC model. This result
no longer holds in a life-cycle setting because the bene&tlatation differs among agents. As a

result, not everyone in the economy considers educatiorvakdaalternative to work.
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Figures

Figure 1: Profiles for time spent studying for different lisvef 5y,
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Figure 2: Estimated efficiency weights and productivityusatpes during the working life
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Figure 3: Steady-state values by age and type
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Figure 4: Life-cycle profiles
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Figure 5: Impulse response functions for the aggregatecogn
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Figure 7. Hours worked volatility by age group
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Figure 8: Impulse response functions by ability type andgrgep: model withphigh = diow
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Figure 9: Life-cycle profiles: model withigh = ¢iow
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Figure 10: Impulse response functions by ability type arelgrgup: model with endogenous
retirement
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Figure 11: Impulse response functions by ability type arel@oup: experiment with
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Tables

Table 1: Calibration of the model

Parameter Calibrated Set to target Value from Value from
value USdata the model
Sinax 60 life expectancy atage  58.99 58.47
18
S 47 ratio of retired people  21.6% 20.7%
to active population
y 1.85 N* 0.33 0.33
1.075 oy 1.36 1.36
0.06 average annual real 6% 6%
interest rate
B 0.969 average physical 3 3
capital to output ratio
Phigh 0.057 Erigh 0.017 0.017
Prow 0.023 (=i 0.003 0.003
Table 2: Steady-state aggregate values
Aggregate values: C* N* H* K* Y* w* r
0.47 0.33 1.31 1.71 057 1.19 0.12
Household: N* K* H* E*
high type 0.35 1.23 1.52 0.017
low type 0.31 2.38 1.01 0.003
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Table 3: Business cycle statistics

X ox corr(X,Y)

DATA MODEL1 MODEL2 MODEL3 MODEL4 Data MODEL1 MODEL2 MODEL3 MDEL4
Y 1.36 1.36 1.30 134 124 1 1 1 1 1
C 112 028 037 028 036 091 097 093 087 0.93
| 6.72 6.06 4.05 6.27 545 092 098 092 097 0.99
N 129 066 054 075 054 085 099 099 098 0.99
E - 0.37 0.31 - - - -0.99 -0.99 - -
Niow 1.54* 1.13 - 1.11 - 10.85* 0.99 - 0.99 -
Nhigh 0.66* 0.37 - 0.47 - | 0.77* 0.98 - 0.99 -
Eiow - 0.61 - - - - -0.99 - - -
Enigh - 0.21 - - - - -0.99 - - -

N (18-24) 233 069 060 084 051 075 099 099 097 0.99
N (25-34) 147 057 045 072 053 081 088 098 097 0.99
N (35-44) 107 070 044 069 054 087 082 098 089 0.9
N (45-54) 106 070 052 0.74 053 081 097 099 097 0.99
N (55-64) 107 08 069 083 059 0./8 096 099 098 0.99

Now(18-24) | 2.66* 122 - 119 - |073* 099 - 099 -
Now(25-34) | 1.84* 1.03 - 101 - |0.84* 099 - 099 -
Now(35-44) | 1.49* 1.04 - 103 - |0.84* 099 - 099 -
Now(45-54) | 1.30+ 113 - 112 - |0.84* 099 - 099 -
Now(55-64) | 1.24* 124 - 122 - |081* 099 - 099 -
Nngn(18-24)| 1.62* 038 - 053 - |059* 099 - 099 -
Nngn(25-34)| 0.80* 038 - 044 - |075* 098 - 099 -
Nngn(35-44)| 0.64* 033 - 040 - |0.60* 098 - 099 -
Nhgn(45-54)| 0.72* 035 - 044 - |057* 098 - 099 -
Nhgn(55-64)| 1.01* 041 - 055 - |051* 098 - 099 -

Y is output, C is consumption, | is investment, N is labor dypiiey is labor supply for low typed\nign is labor
supply for high typesEqw is education for low types arthign is education for high types.

MODEL1: baseline model

MODELZ2: one ability type

MODEL3: exogenous human capital

MODEL4: no human capital accumulation

* Refers to time period 1992-2012: hours worked for the twilitgliypes can be estimated starting from 1992
only because the question about education achievement3na@B changed in 1992. Thus, in order to have a
definition of ability type consistent over timilo, andNnigh have been estimated using data from 1992 to 2012
only.
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Table 4: Calibration of the alternative specifications

Specification Parameter  Calibrated Setto Value from Value from

value target USdata the model

Model2 y 1.89 N* 0.33 0.33
B 0.9679 K*/Y* 3 3

1) 0.037 E* 0.008 0.008

Model3 y 1.86 N* 0.33 0.33
B 0.968 K*/Y* 3 3

Model4 Y 1.55 N* 0.33 0.33
B 1.04 K*/Y* 3 3

Commong Yy 1.85 N* 0.33 0.33
B 0.968 K*/Y* 3 3

1) 0.035 E* 0.008 0.008

End. ret. y 1.50 N* 0.33 0.33
B 0.972 K*/Y* 3 3

Phigh 0.058 E;ion 0.017 0.017

Plow 0.02 E., 0.003 0.003

£=0.42 Y 1.83 N* 0.33 0.33
B 0.9675 K*/Y* 3 3

Phigh 0.057 E;ion 0.017 0.017

Brow 0.022 Eiw 0.003 0.003

£=0.225 Y 1.88 N* 0.33 0.33
B 0.966 K*/Y* 3 3

Bhigh 0.055 E;ion 0.017 0.017

Dlow 0.022 Eow 0.003 0.003

The remaining parameters are the same as in Table 1.
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Table 5: Business cycle statistics - sensitivity analysis

X ox corr(X,Y)

MODEL1 ¢y =¢. END.RET. £=0.42 £=0.225 MODEL1 ¢y =¢. END.RET. £=0.42  £=0.225
Y 136 133 140 133 128 1 1 1 1 1
C 028 031 030 024 0.28 097 074 096 0.93 0.90
| 6.06 6.71 545 649 6.64 098 093 099 098 0.93
N 066 078 076 069 0.67 099 094 099 099 0.97
E 037 043 045 037 0.34-099 -099 -0.99 -0.99 -0.99
Niow 113 111 118 094 0.76 099 099 099 099 0.99
Nhigh 037 048 047 037 036 098 098 098 0.98 0.96
Eiow 061 062 067 049 0.38-099 -099 -0.99 -099 -0.99
Enigh 021 029 029 022 0.22-099 -099 -0.99 -099 -0.98
N (18-24) 069 090 075 074 0.72 099 095 099 099 0.97
N (25-34) 057 082 061 063 063 088 091 099 099 094
N (35-44) 070 103 065 061 0.60 082 058 098 0.99 0.98
N (45-54) 070 080 075 070 0.63 097 090 099 0.98 0.98
N (55-64) 085 085 092 077 0771 096 092 099 098 0.97
Now(18-24) | 1.22 122 1.14 100 081 099 099 099 0.99 0.99
Now(25-34) | 1.03 1.01 098 084 067 099 099 099 099 0.99
Now(35-44) | 1.04 1.02 104 086 068 099 099 099 099 0.99
Now(45-54) | 1.13 1.10 120 094 0.76 099 099 099 099 0.99
Now(55-64) | 1.24 120 140 105 088 099 099 099 099 0.99
Npign(18-24)| 0.38 0.56 051 040 0.42 099 099 099 099 0.97
Nhign(25-34)| 0.38 0.46 041 040 041 098 098 098 0.98 0.96
Nhign(35-44)| 0.33 041 038 0.33 034 098 098 098 098 0.96
Nhign(45-54)| 0.35 045 043 033 032 098 098 098 098 0.95
Npign(55-64)| 0.41 054 056 037 0.33 098 098 098 097 0.94

Y is output, C is consumption, | is investment, N is labor dyplp is education timelNiq, is labor supply for low
types andNhign is labor supply for high type£ow is education for low types anhign is education for high
types.¢. stands foriow, ¢n Stands fokpnign.
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Table 6: Estimated coefficients of In(GDP)

Dependent variable: In (e)

Coeft. Coeft. Coeft. Coeft. Coeft. Coeft. Coeft. Coeft.
(Std. err.) (Std. err.) (Std. err.) (Std. err.) (Std. err.) (Std.err.) (Std.err.) (Std. err.)

In(GDP) -0.20%**  -0.23***  .1.99%*  .1.88**  -154%* ] 40%*  -1.97** 2 51k
(0.08) (0.07) (0.36) (0.39) (0.40) (0.40) (0.54) (0.62)

Linear time trend v v

Quadratic trend v

Cubic trend v

State dummies v v v v v v v

Demographic variables v v v v v v v

Work v v v v

Educational attainment v v v v

Tuition v v v v v v

N 114,288 114,288 114,288 114,288 114,288 114,288  114,288.4,288

F-stat 7.19 90.26 89.15 95.14 88.40 94.41 93.02 91.68

Standard errors are reported in brackets. *#0001, ** p<0.05, * p<0.1.

Demographic variables include age, &ggender, ethnicity and marital status. Work is a dummy iatiig whether the respondent
works, tuition is aggregate annual tuition at the natioae¢l. These results are robust to the inclusion of otherobwariables such
as family background variables. The full set of results &ilable upon request.



Table 7: Average marginal effect @f on the likelihood of being enrolled

Dependent variable: college enroliment (=1 if enrolled 88 =0 otherwise)

In(GDP) National un- Index of Employment
employment industrial -population
rate production ratio

Whole sample -1.365%** 0.044*** -0.009*** -0.048***

(0.078) (0.002) (0.001) (0.002)
High types -0.661*** 0.024*** -0.005*** -0.026***

(0.110) (0.003) (0.001) (0.003)
Low types -1.944*** 0.059*** -0.012*** -0.067***

(0.108) (0.003) (0.001) (0.003)
Linear time trend v v v v
Control variables v v v v

Robust standard errors are reported in brackets. 8,01, ** p<0.05, * p<0.1.
The whole sample consists of 118,618 observations, thelsashpigh types consists of 49,668
observations, the sample of low types consists of 68,956ruatons.

Control variables include age, &ggender, marital status, state dummies, ethnicity, famdpme, family

size, house ownership, dummy indicating whether the heéttedfiousehold is employed, dummy

indicating whether the respondent lives in a metropolitaaaPell grant received, aggregate mean weekly
earnings, aggregate tuition, nominal interest rate, ioftatate, mother’s education and father’s education.

The full set of results for the first column is reported in BBP in the Appendix.
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Table 8: Sensitivity analysis - time trend and control Viales

Dependent variable: college enroliment (=1 if enrolledafiege, =0 otherwise)

In(GDP)
Whole sample -0.33** -0.56***  -1.12**  -0.66*** -1.20*** -0.56***  -1.38***
013)  (0.21)  (0.25)  (0.08)  (0.08)  (0.04)  (0.08)
High types 0.12 0.05 -0.43 -0.23** -0.59***  -0.32***  -0.67***
0200  (0.30)  (0.35)  (0.11)  (0.12)  (0.06)  (0.11)
Low types -0.69***  -1.02***  -1.67**  -1.00***  -1.71***  -0.78***  -1.95%**
(0.18)  (0.28)  (0.34)  (0.11)  (0.11)  (0.06)  (0.11)
Quadratic time trend v
Cubic time trend v
Quartic time trend v
Lag GDP v
College premium v
Exclude controls at v
aggregate level
In(GDP)*In(family v

income)

Robust standard errors are reported in brackets. ¥8.01, ** p<0.05, * p<0.1.
The whole sample consists of 118,618 observations, thelsashpigh types consists of 49,668 observations, the saofptev types
consists of 68,950 observations. Each regression incihéesame control variables listed in Table 7 with one exoepfrhe sixth
regression does not include aggregate tuition, aggregead meekly earnings, nominal interest rate and inflatiom rat



Table 9: Sensitivity analysis - definition of ability types

Dependent variable: college enroliment (=1 if enrolled 882=0 otherwise)

HIGH LOW HIGH LOW HIGH LOW
> < > < > <
high school high school| Bachelor's Bachelor's | Grade 12 Grade 12
diploma diploma degree degree
Ln(GDP) -0.661*** -1.944%** -0.230 -1.428*** -0.829*** -2.16%**
(0.109) (0.108) (0.157) (0.092) (0.086) (0.198)
N | 49,668 68,950 | 21,279 97,339 | 100,639 17,979

Robust standard errors are reported in brackets. 8,01, ** p<0.05, * p<0.1.
Each estimation includes the same control variables astite Ta Similar results are obtained if
using different business-cycle proxies.
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Appendix

Table Al: Data sources for the empirical analysis

Variable Source

GDP: US Bureau of Economic Analysis

Unemployment rate: US Bureau of Labor Statistics

Employment rate: US Bureau of Labor Statistics

Industrial Production: US Bureau of Economic Analysis

Interest rate: World Bank

Inflation rate (calculated from CPI) US Bureau of Labor Stats

Tuition: National Centre for Education Statistics

Other controls: Current Population Survey and Americanelim
Use Survey
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Table A2: Average marginal effects from probit estimation

Dependent variable: college enroliment (=1 if enrolled 882=0 otherwise)

WHOLE SAMPLE HIGH TYPES LOW TYPES
Variable dydx (Std. Err)  dydx (Std. Err)  dydx (Std. Err)
In(GDP) -1.365*** (0.078) -0.661*** (0.110) -1.944*** (0.108)
Age -0.055*** (0.001) -0.058*** (0.001) -0.054*** (0.001)
Female 0.071*** (0.003) 0.050***  (0.004) 0.085*** (0.004)
Married -0.220*** (0.015) -0.213*** (0.025) -0.226*** (0.019)
DSWA -0.151** (0.016) -0.148** (0.024) -0.155*** (0.021)
In(family income) 0.002 (0.002) 0.017*** (0.003) -0.006** (0.002)
In(family size) -0.046*** (0.006) -0.039*** (0.009) -0.052*** (0.008)
House ownership 0.075*** (0.005) 0.076*** (0.009) 0.075*** (0.006)
Head of HH employed 0.023*** (0.004) 0.013* (0.007) 0.029***  (0.006)
Metropolitan area 0.038*** (0.005) 0.013* (0.007) 0.048***  (0.006)
Pell Grant*1,000 0.055*** (0.003) 0.034*** (0.003) 0.074***  (0.006)
Mean weakly earnings*1,000 0.025*** (0.002) 0.014*** (0.003) 0.032*** (0.003)
Tuition 0.122***  (0.029) 0.128*** (0.043) 0.113*** (0.040)
Nominal interest rate 0.004** (0.001) -0.000 (0.002) 0.006***  (0.002)
Inflation 0.023**  (0.002) 0.011** (0.003) 0.034**  (0.003)
Linear time trend 0.046*** (0.004) 0.015** (0.006) 0.072***  (0.006)
Mother’s educationzompared to> high school diploma):
<high-school diploma -0.096*** (0.005) -0.105**  (0.007)
=high school diploma -0.101*** (0.004) - - -0.089***  (0.006)
Father’s educatio@ompared to- high school diploma):
<high-school diploma -0.121*** (0.005) - - -0.123***  (0.006)
=high-school diploma -0.113*** (0.004) - - -0.104***  (0.006)
Observations 118,618 49,668 68,950

Robust standard errors are reported in brackets. The sgnealso includes ethnicity dummies and state dum-
mies. There are no estimates for parental education in gfetiipes group because the corresponding dummy
variables are equal zero for this group. Average Weakly iBgarefers to earnings in non-agricultural sectors in
1985 constant dollars. Family income, tuition and Pell Game in 1985 constant dollars as well. The full set of
results is reported in Table A2.

1. DSW: divorced/separated/widowed.

***p <0.01, ** p<0.05, * p<0.1

43



References

Bell, F. C., Miller, M. L., 2002. Life tables for the unitedades social security area. Actuarial

Study, Social Security Administration 116.

Ben-Porath, Y., 1967. The production of human capital aedité cycle of earnings. Journal of

Political Economy 75 (4), 352—-365.

Benhabib, J., Rogerson, R., Wright, R., 1991. Homework isnm@conomics: household produc-

tion and aggregate fluctuations. Journal of Political Ecoyp®9 (6), 1166-87.

Betts, J., McFarland, L., 1995. Safe port in a storm: the ichp&labor market conditions on

community college enrollments. Journal of Human Resousfe341-765.

Canton, E., 2002. Business cycles in a two-sector modelad@enous growth. Economic Theory

19 (3), 477-492.

Carneiro, P., Heckman, J., 2003. Inequality in America: YWRale for Human Capital Policies?

Cambridge, Mass: MIT Press, Ch. Human capital policy.

Christian, M. S., 2007. Liquidity constraints and the cyality of college enrollment in the united
states. Oxford Economic Papers 59, 141-169.

Cunha, F., Heckman, J. J., Lochner, L., Masterov, D. V., 20@t&rpreting the evidence on life

cycle skill formation. Handbook of the Economics of Eduecatl, 697-812.

Davern, M., Jones, A., Lepkowski, J., Davidson, G., Blepet., 2006. Unstable inferences?
an examination of complex survey sample design adjustnusittg the current population sur-

vey for health services research. Inquiry 3 (43), 283—-297.

Davern, M., Jones, A., Lepkowski, J., Davidson, G., BlepetA., 2007. Estimating regression
standard errors with data from the current population stsyaublic use file. Inquiry - Excellus

Health Plan 2 (44), 211-224.

44



DeJong, D. N., Ingram, B. F., 2001. The cyclical behaviorlalf acquisition. Review of Eco-

nomic Dynamics 4, 536-561.

Dellas, H., Koubi, V., 2003. Business cycle and schoolingopean Journal of Political Econ-

omy 19, 843-859.

Dellas, H., Sakellaris, P., 2003. On the cyclicality of sgly: theory and evidence. Oxford Eco-
nomic Papers 55, 148-172.

Edwards, L. N., 1976. School retention of teenagers ovebtiseness cycle. Journal of Human

Resources 11, 200-208.

Einarsson, T., Marquis, M. H., 1998. An RBC model with growthe role of human capital.

Journal of Economics and Business 50, 431-444.

Gomme, P., Rogerson, R., Rupert, P., Wright, R., 2005. Trs#®gs Cycle and the Life Cycle.
In: NBER Macroeconomics Annual 2004, Volume 19. NBER Chegptiational Bureau of
Economic Research, Inc, pp. 415-592.

Haley, W. J., 1976. Estimation of the earnings profile frortimpl human capital accumulation.

Econometrica 44 (6), 1223-1238.

Hansen, G. D., 1985. Indivisible labor and the businesscydurnal of Monetary Economics

16 (3), 309-327.

Hansen, G. D., 1993. The cyclical and secular behavior ofaber input: Comparing efficiency

units and hours worked. Journal of Applied Econometrics)841—80.

Hansen, G. D.lmrohordjlu, S., 2009. Business cycle fluctuations and the life cydmv impor-

tant is on-the-job skill accumulation. Journal of Econoineory 144, 2293-23009.

Heckman, J. J., 1976. A life-cycle model of earnings, leagnand consumption. Journal of Polit-

ical Economy 84 (4), S11-S44.

Heer, B., Maussner, A., 2009. Dynamic general equilibriuodeling. Springer 2ed., Berlin.

45



Heylen, F., Pozzi, L., 2007. Crises and human capital actation. Canadian Journal of Eco-

nomics 40 (4), 1261-1285.

Huggett, M., Ventura, G., Yaron, A., 2011. Sources of lifetiinequality. American Economic

Review 7, 2923-54.

Johnson, T., Hebein, F. J., 1974. Investments in humanatapitl growth in personal income.

The American Economic Review 64 (4), 604—615.

Kane, T. J., 1994. College entry by blacks since 1970: treegbtollege costs, family back-

ground, and the returns to education. Journal of Political®mics 102, 878-911.

Kydland, F. E., 1984. Labor-force heterogeneity and théness cycle. Carnegie-Rochester Con-
ference Series on Public Policy 21, 173-208.

Maliar, L., Maliar, S., 2001. Heterogeneity in capital akdls in a neoclassical stochastic growth

model. Journal of Economic Dynamics and Control 25, 136%+13

Mattila, J. P., 1982. Determinants of male school enrollisiea time-series analysis. Review of

Economics and Statistics 64, 242-51.

Méndez, F., Sepulveda, F., 2012. The cyclicality of skitjasition: evidence from panel data.

American Economic Journal: Macroeconomics 4 (3), 128—-152.

Perli, R., 1998. Indeterminacy, home production, and tleeass cycle: a calibrated analysis.

Journal of Monetary Economics 41, 105-125.

Polzin, P. E., 1984. The impact of economic trends on higdacation enrollment. Growth and

change 15, 18-22.

Prescott, E. C., 1986. Theory ahead of business cycle mezasuat. Carnegie Rochester Series on

Public Policy 3, 51-77.

Ravn, M. O., Uhlig, H., 2002. Notes on adjusting the hodckscott filter for the frequency of

observations. The Review of Economics and Statistics 848{2)-380.

46



Rios-Rull, V., 1993. Working in the market, working at horaad the acquisition of skills: a

general-equilibrium approach. American Economic Revig#)3893—907.

47



	title page
	manuscriptAug14

