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Abstract:
Text-to-Image Synthesis (also known as text to image generation) refers to the 

process of generating images given some input description or caption. While traditional 
scene generation tools used databases of objects and programmed rules for placement, 
modern deep-learning systems can infer details about an image from images and their 
captions only. Generative Adversarial Network (GAN) deep learning architectures have 
demonstrated the ability to generate scenes in the form of two-dimensional bitmap images 
after learning from a set of similar scenes. Models capable of generating detailed images 
conditioned on complex scene structure within linguistic descriptions but struggle to 
internalize inter-object relative position information such as “to the right and above” and 
“close to.”

We attempt to demonstrate that a conditional GAN can be trained to generate 
2D bitmap representations of simple 2D scenes with a focus on relative positioning 
relationships matching those in the input linguistic description. 


