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Abstract

Cross sectional dependence may lead to inconsistent and inefficient es-

timators and as such misleading inferences when standard panel data tech-

niques such as fixed/random effects are employed. Pesaran (2006) suggests

incorporating cross sectional averages in panel data models as approximates

of unobserved common factor(s) to deal with cross sectional dependence. In

the context of a standard panel growth model we investigate whether these

unobserved common factors can be identified and we find that institutional

variables and life expectancy are able to adequately identify them.

Keywords: Growth Model, Panel Data, Common Factor, Principal Com-

ponent Analysis

JEL classification: C23, C38, O43, O47

1 Introduction

The empirical literature on the determinants of economic growth has been one of

the most active areas of research in the last thirty years. The main benchmark

model that has been at the center of all empirical work in the area is based on
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Solow (1956) and its variants, such as Mankiw et al. (1992) who included human

capital in the analysis. The early literature growth empirics relied mainly on cross

country data, whereas following Islam (1995) the focus shifted to panel data, which

allowed for the presence of country specific effects.

Within the context of empirical growth models that rely on the use of panel

data, the most rudimentary approach based on pooled OLS regressions is criticised

for disregarding heterogeneities and correlations between cross sectional units.

Omitting individual effects, when actually present, renders pooled OLS biased

and inconsistent. Fixed/random effect models are used as a solution to this prob-

lem. However, the other challenge due to the correlation between cross sectional

units may still exist and complicate the analysis. Conventional methods such as

fixed/random effects may lead to misleading inference and even inconsistencies in

the presence of cross sectional dependence (Phillips and Sul (2003)). Another fre-

quently used panel method, the generalized method of moments (GMM), is also

based on the assumption that the error terms are independently distributed across

cross sectional units, hence, correlated errors may lead to biased and inconsis-

tent estimators (Sarafidis and Robertson (2009)). De Hoyos and Sarafidis (2006)

state that cross sectional dependence may emerge due to unobserved common fac-

tors and in the presence of common shocks. Pesaran (2006) proposes common

correlated effects (CCE) estimators, in which unobserved common factors are ap-

proximated by cross section averages. The technique helps to eliminate correlation

among cross sectional units within the residuals in the panel and provides consis-

tent estimates of coefficients. However, the technique does not directly identify

the common factors.

In this paper we introduce into the analysis the possible role that institu-

tions may play in explaining these unknown common factors. Our main goal is

to establish the link between cross sectional dependence and institutional qual-

ity. In fact, in our empirical application we are able to establish that unobserved

common factors and institutional variables are observationally equivalent in re-

moving the cross sectional dependence problem. The impact of institutions on

economic growth has been extensively examined in the literature. It is argued

that better governmental/institutional structures, alleviating the burden on busi-

ness conditions, contribute to growth (Barro (1996); Dawson (1998); Bassanini
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and Scarpetta (2001); Aisen and Veiga (2013); Easterly et al. (2006); Esfahani

and Ramirez (2003)). Barro (2013) highlights the importance of institutions and

places them among the most important determinants of cross country differences

in long run economic growth and living standards. He argues that the mechanism

on executive powers as higher levels of democracy encourage economic activity by

checking the power of governments and enhancing property rights. More recently,

Nawaz (2015) examines the impact of various institutions on economic growth in

a panel dataset for 56 countries over the period 1981-2010 employing fixed ef-

fects model and dynamic panel using system GMM and finds that institutions

contribute to economic growth.

Pesaran and Tosetti (2011) suggest applying principal component analysis to

the residuals of CCE regressions to estimate common factors and their loadings.

Following their suggestion, we estimate the common factors by retrieving the prin-

cipal components of the residuals of a basic panel growth model. We check the

correlations between these common factors and some relevant variables. Our em-

pirical results show that the common factors obtained are identified by three insti-

tutional indicators1, namely as, voice and accountability (VA), political stability

and absence of violence (PS), plus life expectancy (LE), which has also been consid-

ered as an important growth determinant that is linked to health, human capital

and institutional development. Higher LE lengthens working age and increases

human capital which further leads to a rise in economic growth (Barro and Sala-

i Martin (1995); Lorentzen et al. (2008))2. Our empirical analysis implies that

using averages of cross sectional units as approximations to unobserved common

factors and institutional variables are observationally equivalent in removing the

cross sectional dependence problem.

The rest of the paper is organized as follows. Section 2 gives a detailed descrip-

tion of the econometric methodology, while Section 3 discusses empirical findings.

The appendix presents details about the data and a table with some additional

empirical findings.

1These variables are individual governance indicators from Kaufmann et al. (2011).
2There are also several papers observing a nonlinear relationship where the negativity result

due to the impact of mortality reductions on population growth or families’ decision on leaving
bequests to their children rather than spending on their education (Kelley and Schmidt (1995);
An and Jeon (2006); Kunze (2014)).
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2 Econometric Methodology

Consider the following panel growth regression with cross section units (countries)

as i and time units as t where i = 1, 2, ..., N and t = 1, 2, ...T ,

yi,t = α
′

idt + β
′

ixi,t + ei,t. (1)

Where yi,t refers to the per capita income growth and d
′
t represents the vector of

observed common factors (common to all countries).3 xi,t is the k × 1 vector of

individual specific regressors on the ith cross-section unit at time t. In line with the

standard economic growth model xi,t is assumed to contain three variables (k = 3)

capturing the contribution of population growth, physical and human capital. αi

and βi are regression coefficients where the parameters are allowed to vary over is

to take into account cross country heterogeneity in the growth regression.

In the presence of cross sectional dependency, the error terms are assumed to

have the following multi-factor structure.

ei,t = γ
′

ift + εi,t (2)

where ft = (f1t, ..., fmt)
′
is a m-dimensional vector of unobservable common factors

(common to all countries), γ
′
i is the associated m × 1 vector of loadings and εi,t

are the individual specific (idiosyncratic) errors.

To deal with cross sectional dependency, Pesaran (2006) suggests CCE method

which incorporates cross sectional averages of dependent and independent variables

in panel data models as approximates of unobserved common factors. Following

Pesaran (2006), the mean value of β
′
i is estimated by the pooled (identical slopes)

version of CCE (CCEP) estimator of Pesaran (2006). Then, we follow the sugges-

tion of Pesaran and Tosetti (2011) and use CCEP estimator to retrieve residuals,

i.e. êi,t = yi,t − α̂
′
idt − β̂

′
CCEPxi,t and apply Principal Component Analysis (PCA)

to estimate the common factors, ft, and their loadings γ
′
i.
4

3We only include an intercept in d
′

t.
4Note that β̂

′
are simply estimated by applying OLS to yi,t = α

′

idt +β
′

ixi,t +θ
′
z̄t +ui,t, where

z̄t = (ȳt, x̄t)
′

represents the (k + 1)× 1 vector of cross section averages. Hence, êi,t, unlike ûi,t,
contain common factors captured by cross section averages.
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As stated by Pesaran and Tosetti (2011) these residuals are estimated con-

sistently and an application of PCA to them will yield an estimate of common

factors, i.e. f̂t. Next we try to associate these estimated common factors with

some possible indicators given in the empirical growth literature. The recent lit-

erature highlights the importance of institutional variables and health indicators

as important determinants of economic growth. Variables for identification are

selected as rule of law, political stability, voice and accountability5 and life ex-

pectancy. We check whether these indicators match with growth model’s common

factors, i.e., f̂t. A high correlation would suggest identification of the unobserved

common factors of the growth model under investigation with the institutional

variables examined.

Finally we estimate factor loadings γ
′
i, by regressing êi,t on f̂t for each i sepa-

rately.

3 Empirical Findings

We use a data set that consists of observations of 73 countries over the period of

1960-2014. We compute 5 year averages of the observations and obtain a panel

data model with N = 73 and T = 11. The countries included in, the data sources,

and the definition of the variables in the dataset are outlined in Appendix 1.

In this basic panel growth model, average (5-year averages) per capita real GDP

growth rate is regressed on initial real GDP per capita level, average investment,

average population growth rate plus 5% depreciation rate and average years of

schooling. The results of the growth regression are given below and the sign and

significance of the regressors are similar to those observed in the literature.6 As

expected, the variables capturing the effects of physical and human capital; i.e.

investment (INVi,t) and schooling (SCHLi,t) generally produce a positive impact

on economic growth.

5These institutional variables are considered to be the most relevant ones. World Bank
definitions for these institutional variables are provided in Table A.1 in Appendix 1.

6The country specific intercepts (fixed effects) are not included to save space and the numbers
in parentheses are Newey-West standard errors, see equation (74) in Pesaran (2006).
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ŷi,t = 1.244
(0.507)

POPi,t + 0.033
(0.022)

SCHLi,t + 0.027
(0.007)

INVi,t.

In the next stage of the analysis we apply principal component analysis (PCA)

to growth residuals, êi,t. The first components of the residuals explains around 41%

of the total variation of the growth residuals of 73 countries. We only employ the

first components, f̂1t, of growth residuals as they are able to capture the common

unobserved factor estimated by the CCEP estimator.

To identify this common factor we investigate the relevant variables that may

have strong correlation with f̂1t. As mentioned in the introduction, for this purpose

we use three institutional indicators: voice and accountability (V Ai,t), political

stability and absence of violence (PSi,t) and life expectancy (LEi,t). Institutional

variables, in the recent literature, are argued to be the main reason behind eco-

nomic differences (Acemoglu and Robinson (2010); Acemoglu et al. (2005); Ace-

moglu (2010)). To eliminate country specific, idiosyncratic effects and obtain cross

section invariant ”common components” of these indicators, we also employ PCA

to those variables themselves. The first component, PCPS
1t , of PSi,t explains 61%,

whereas the first two components, PCPS
1t and PCPS

2t together explain 89% of the

total variation. Similarly 87% of the total variation in V Ai,t can be captured by

the first two components, i.e., PCV A
1t and PCV A

2t . On the other hand, the first

component of PCLE
1t explains 86% of the total variation in LEi,t.

Table 1: Correlation Matrix

PCPS
1 PCPS

2 PCV A
1 PCV A

2 PCLE
1

f̂1 0.883 0.289 0.880 0.116 -0.904
ȳ 0.021 0.992 0.103 0.987 -0.416

¯POP 0.867 0.177 0.904 0.205 -0.942
¯SCHL -0.988 0.079 -0.985 0.131 0.994

¯INV -0.800 0.408 -0.739 0.569 0.674
Note: PS and VA are 5-year-averages of the 1995-2014 period whereas LE is
the 5-year-average of the 1960-2014 period. The partial correlation between
PS and VA is 99.5%. Correlations with cross sectional averages are also
provided in the last four rows.

We now check the correlation coefficients between common factors of growth

residual and those of the institutional indicators and LE. The results are illus-

trated in Table 1. The correlation matrices reflect very high (above 88% in absolute
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value) correlation coefficients for all common factors in the first component, i.e.,

PCPS
1t , PCV A

1t and PCLE
1t . Hence, we can argue that common factors obtained

from institutional indicators and LE identify the unobserved common factor(s) in

our basic panel growth model. The partial correlation between PCPS
1t and PCV A

1t

is very high (99.5%) as these governance indicators measure the same information

of institutional quality indicating that one can choose any of the two.7

The analysis is also checked for potential weakly exogenous regressors using

Chudik and Pesaran (2015), an extension to the CCE model of Pesaran (2006) by

including lags of cross section averages. The regression model and the correlation

matrix using Chudik and Pesaran (2015) are given in Appendix 2. The model

including lagged dependent variable is also checked. The results confirm the strong

significance of investment (given in Table A.2.1), and also the high correlation

between common factors of growth residuals and institutional variables (given in

Table A.2.2). However, the population growth variable is no longer robust.

We also estimate factor loadings γ
′
i, by regressing êi,t on f̂1 for each i separately

and we report these in Table A.1.2 of Appendix 1 to conserve space. The results

highlight the positive impact of the unobserved factors related with institutional

factors for all developed countries (a total of 17), whereas for some developing or

least developed economies the unobserved common factors turn out ot be insignif-

icant.8

Our findings suggest that retrieving common factors by employing PCA to the

residuals obtained from CCE estimators points to a possible observational equiva-

lence between these unobserved common factors and institutional indicators. Even

though, some of the standard growth determinants (such as population growth)

may not be robust to different specifications, we still find that the correlations

7Table 1 also presents the correlations between common factors of institutional variables as
well as LE, and the cross sectional averages (ȳ, ¯POP , ¯SCHL, ¯INV or z̄t in general terms see
footnote 4 above). Cross-sectional averages, like the growth residuals, are also supposed to be
(presumably less efficient) estimators of the common factors. As can be seen in the table the
first principal components and the cross sectional averages are also highly correlated as expected,
since these averages capture similar common institutional features as the common factors. We
thank an anonymous referee for this suggestion.

8It is worth noting that the inferences in Table A.1.2 are subject to a generated regressor
problem as both êi,t and f̂1 are both subject to estimation error. Even though this source of

error is not important for êi,t as it is the dependent variable, it is certainly a problem for f̂1.
Hence the results in Table A.1.2 should be viewed with caution.
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between common factors obtained from a typical growth model and institutional

indicators plus LE variables are observed to be very high. This suggests that the

common factors approximated by cross sectional averages are likely identified by

these institutional variables (plus life expectancy). From an econometric specifica-

tion point of view, our findings support Barro (2013) in the claim that institutions

are among the most important determinants of country differences in long run

economic growth and living standards.
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Appendix 1: List and definition of variables

Our investigation of growth regression uses 73 countries from 1960-2014. The data

are used as five-year intervals (averages) for a long run perspective. The dataset

obtained from Penn Word Tables (PWT) are averaged for 2010 and 2011 as for the

last period (due to the absence of data after 2011 for a high number of countries)

whereas the World Bank (WB) datasets are averaged for the 2010-2014. GDP

variables have constant prices in 2005. A table of variables with their definitions

is given below.

Table A.1. 1: Definition of Variables

Abbreviations Definitions Source

y Average real GDP per capita Growth Rate WB
INV Logarithm of Average Investment (Gross capital formation (% of GDP)) PWT
POP Average Population Growth Rate + 5% depreciation rate WB
SCHL Logarithm of Average Years of Schooling PWT
VA Voice and Accountability WB
PS Political Stability and Absence of Violence WB
LE Life Expectancy WB

Note: The dataset including 73 countries:Argentina, Australia, Austria, Burundi, Belgium, Benin, Bangladesh, Bolivia, Brazil, Botswana,
Central, African, Republic, Canada, Chile, China,, People’s, Republic, of, Cte, d’Ivoire, Cameroon, Congo, Colombia, Costa, Rica, Denmark,
Dominican, Republic, Ecuador, Spain, Finland, Fiji, France, Gabon, United, Kingdom, Ghana, Greece, Guatemala, Honduras, Indonesia, India,
Iran, (Islamic, Republic, of), Iceland, Israel, Italy, Japan, Kenya, Republic, of, Korea, Liberia, Lesotho, Luxembourg, Mexico, Mauritania,
Malawi, Malaysia, Niger, Netherlands, Norway, Nepal, Pakistan, Panama, Peru, Philippines, Portugal, Paraguay, Rwanda, Senegal, Singapore,
Sierra, Leone, Sweden, Togo, Thailand, Trinidad, and, Tobago, Turkey, Uruguay, United, States, Venezuela, South, Africa, Zambia, Zimbabwe.
World Bank definitions (Kaufman et al., 2010) of VA, PS and RL are as follows. Voice and Accountability (VA): ”capturing perceptions of
the extent to which a country’s citizens are able to participate in selecting their government, as well as freedom of expression, freedom of
association, and a free media”. Political Stability and Absence of Violence/Terrorism (PS): ”capturing perceptions of the likelihood that the
government will be destabilized or overthrown by unconstitutional or violent means, including politically-motivated violence and terrorism”.
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Table A.1. 2: Estimation Results of Loadings

Country f̂1 Std. Errors Country f̂1 Std. Errors

Argentina 0.158 (0.149) Israel 0.243* (0.063)
Australia 0.117* (0.051) Italy 0.464* (0.088)
Austria 0.464* (0.043) Japan 0.465* (0.127)
Burundi 0.481* (0.098) Kenya 0.355* (0.071)
Belgium 0.394* (0.059) Korea 0.354* (0.124)
Benin 0.388* (0.076) Liberia 0.432 (0.580)
Bangladesh 0.213* (0.089) Lesotho 0.524* (0.154)
Bolivia 0.224* (0.089) Luxembourg 0.298* (0.114)
Brazil 0.327* (0.103) Mexico 0.299* (0.061)
Botswana 0.641* (0.182) Mauritania 0.335* (0.115)
Central African Republic 0.045 (0.138) Malawi 0.277 (0.166)
Canada 0.267* (0.042) Malaysia 0.323* (0.099)
Chile 0.094 (0.097) Niger 0.158 (0.168)
China -0.349* (0.093) Netherlands 0.220* (0.041)
Cote d’Ivoire 0.306 (0.203) Norway 0.232* (0.09)
Cameroon 0.24 (0.175) Nepal 0.357* (0.062)
Congo 0.223 (0.226) Pakistan 0.229* (0.065)
Colombia 0.055 (0.075) Panama 0.111 (0.152)
Costa Rica 0.214 (0.111) Peru 0.236* (0.114)
Denmark 0.213* (0.065 Philippines 0.112 (0.107)
Dominican Republic 0.166 (0.136) Portugal 0.712* (0.108)
Ecuador 0.187* (0.096) Paraguay 0.360* (0.122)
Spain 0.698* (0.118) Rwanda 0.151 (0.202)
Finland 0.321* (0.092) Senegal 0.246* (0.095)
Fiji 0.183 (0.119) Singapore 0.378* (0.168)
France 0.429* (0.06 Sierra Leone 0.441* (0.108)
Gabon 0.975* (0.195 Sweden 0.289* (0.076)
United Kingdom 0.168* (0.072 Togo 0.571* (0.166)
Ghana 0.007 (0.131 Thailand -0.017 (0.124)
Greece 0.579* (0.102) Trinidad and Tobago 0.262 (0.224)
Guatemala 0.241* (0.08) Turkey 0.133* (0.054)
Honduras 0.211* (0.085) Uruguay 0.078* (0.159)
Indonesia 0.105 (0.096) United States 0.261* (0.039)
India -0.118 (0.068) Venezuela -0.032 (0.144)
Iran 0.773* (0.276) South Africa 0.259* (0.080)
Iceland 0.286* (0.101) Zambia 0.171 (0.116)

Zimbabwe 0.258 (0.243)

Note: Standard errors are given in paranthesis. (*) indicate significance at 5%.
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Appendix 2: Controlling for weak exogeneity

Table A.2. 1: Chudik and Pesaran (2015) estimation results (dependent variable
is yi,t)

yi,t−1 POPi,t SCHLi,t INVi,t

(1)
0.660 0.260 0.068*

(1.126) (0.258) (0.020)

(2)
-0.917* -0.136 0.067 0.024*
(0.068) (0.601) (0.138) (0.011)

Note: Standard errors are given in paranthesis. (*) indicate sig-
nificance at 5%. (1) and (2) denote Chudik and Pesaran (2015)
estimators excluding and including lagged dependent, successively.

Table A.2. 2: Correlation Matrix for Chudik and Pesaran (2015) estimators

PCPS
1 PCV A

1 PCLE
1

f̂1 0.997 0.994 -0.996
ȳ 0.021 0.103 -0.416

(1) ¯POP 0.867 0.904 -0.942
¯SCHL -0.988 -0.985 0.994
¯INV -0.800 -0.739 0.674

f̂1 0.941 0.905 -0.950
ȳ 0.021 0.103 -0.323

(2) ¯POP 0.867 0.904 -0.942
¯SCHL -0.988 -0.985 0.994
¯INV -0.800 -0.739 0.528

Note: (1) and (2) denote common factors of the residu-
als obtained from Chudik and Pesaran (2015) estimators
excluding and including lagged dependent, successively.
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